The representation of speech in a nonlinear auditory model: time-domain analysis of simulated auditory-nerve firing patterns
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Abstract

A nonlinear auditory model is appraised in terms of its ability to encode speech formant frequencies in the fine time structure of its output. It is demonstrated that groups of model auditory nerve (AN) fibres with similar interpeak intervals accurately encode the resonances of synthetic three-formant syllables, in close agreement with physiological data. Acoustic features are derived from the interpeak intervals and used as the input to a hidden Markov model-based automatic speech recognition system. In a digits-in-noise recognition task, interval-based features gave a better performance than features based on AN firing rate at every signal-to-noise ratio tested.

Index Terms: auditory model, time interval, automatic speech recognition

1. Introduction

Advances in rapid psychometric testing methods [1] have opened up the possibility of ‘personalised’ auditory models that are tuned to the hearing profile of particular individuals. In principle, such models can be used to predict a specific listener’s speech recognition ability in a wide range of noise backgrounds, by coupling the auditory model with an automatic speech recognition (ASR) system.

However, in order to achieve this goal it is necessary to address the current gap between human and machine performance in speech recognition. One barrier to progress is the mismatch between the characteristics of physiologically-accurate auditory models, and the front-end signal processors used in hidden Markov model (HMM)-based ASR systems. HMM-based recognisers require a low data rate and acoustic features that vary as little as possible with sound level. The components of each feature vector should also be uncorrelated, so that they can be modelled efficiently using Gaussian mixtures with diagonal covariance. These criteria are not met by a physiologically-accurate computer model of the auditory periphery. The output of such a model consists of simulated auditory nerve (AN) activity in a number of parallel frequency channels. The firing rate in adjacent channels tends to be highly correlated, and the data rate is very high. In addition, level-dependent compression in cochlear models causes a signal representation based on AN firing rate to vary considerably with sound level.

One approach to resolving this issue is to look for alternative means of encoding the information from the cochlear model, besides AN firing rate. Physiological [2, 3] and engineering [4] studies suggest that representations based on time-domain analysis of AN firing patterns may provide advantages in terms of noise robustness and level independence.

In the present study, the auditory model of Meddis [5, 6] is appraised in terms of its ability to replicate the physiological data of [2, 3], which show encoding of speech formants in the time intervals of AN firing patterns. Acoustic features based on these time intervals, similar to those proposed by [4], are then employed in a HMM-based ASR system and shown to be advantageous compared to features based on AN firing rate.

2. Computer Model

The current study used the computer model of the auditory periphery proposed by Meddis [5, 6], which consists of a cascade of processing stages. The input signal, sampled at a rate of 44.1 kHz, is first passed to a simulation of the outer/middle ear. The resulting signal (stapes displacement) then provides the input to a bank of dual-resonance nonlinear (DRNL) filters [5], each of which models the displacement of the basilar membrane at one point along the cochlear partition. The output of each DRNL filter is the sum of a linear and nonlinear signal pathway, the latter containing a ‘broken stick’ function that compresses the stapes displacement when it exceeds a threshold level.

Subsequent stages of the computer model simulate inner hair cell (IHC) stereocilia displacement, the IHC receptor potential, calcium dynamics and neurotransmitter release. The final stages of the model simulate adaptation of the IHC response and the IHC-auditory nerve synapse. The model can be configured either to generate discrete nerve impulses (‘spikes’) or a probabilistic representation of firing rate in the AN.

For comparison with the data presented in [3], the auditory model was configured with 178 frequency channels between centre frequencies of 140 Hz and 7520 Hz. Model parameters were tuned to fit the hearing profile of a normal-hearing listener, using psychophysical measurements of absolute thresholds [1], tuning and compression.

2.1. Qualitative features of the model response to speech

The model response to a synthetic three-formant syllable /da/, presented at a level of 69 dB SPL, is shown in Fig. 1. Here, the last stage of the model was configured to produce discrete spikes, and the stimulus was presented 500 times. The spikes elicited by each stimulus presentation were summed, smoothed and normalized by the number of stimulus repetitions to give an instantaneous firing rate (IFR) pattern. The first 45 ms of the IFR are shown, during which F1 rises from 500 Hz towards its steady-state value of 700 Hz, and F2 and F3 fall towards their steady-state values of 1200 Hz and 2400 Hz respectively.

Secker-Walker and Searle [3] studied the representation of
this syllable in AN recordings from the cat, and noted that AN fibres grouped into bands corresponding to each formant, according to the temporal pattern of their activity. We found that some adjustment of the computer model parameters was necessary to reproduce this effect. Specifically, F3 was poorly represented unless the bandwidths of the DRNL filters were reduced from those measured for the human listener. Reducing the DRNL bandwidths by a factor of 0.42 reproduced the findings of [3], as shown in Fig. 1, and gave a reasonable (but sub-optimal) fit to the human data. Consistent with the finding of [3], the interpeak intervals in the IFR do not change systematically over frequency – instead, they group into bands representing each formant, and vary over time as the formant frequencies change. This effect can be attributed to frequency-dependent compression, the relatively wide effective bandwidth of auditory filters, and their steep high-frequency cutoff [3]. These properties of the (human and model) auditory filters allow a strong formant to capture the temporal response of nearby AN fibres (so-called ‘synchrony capture’).

3. Time-domain analysis of auditory nerve firing patterns

A quantitative analysis of timing information in the output of the computer model is now presented. Specifically, an interpeak-interval analysis is used to estimate formant frequencies from the IFR.

3.1. Interpeak-interval analysis

The technique for measuring interpeak intervals described by [3] was applied to the IFR pattern obtained from each channel of the auditory model. A smooth function, in which peaks could be reliably identified, was obtained by autocorrelating 10-ms segments of the IFR of each channel at intervals of 3 ms, to give a sequence of time frames. The square root of each autocorrelation function was smoothed with an 11-point Hamming window, giving a smoothed root autocorrelation (SRA). Peaks were then identified by differentiating the SRA and locating the times at which zero-crossings occurred. Only peaks above the mean value of the SRA were retained for interval analysis.

Following [3], interval analysis was performed by constructing an inter-peak-interval histogram (IPIH) for each time frame. Time intervals were pooled across all frequency channels of the model. Specifically, the first three intervals between consecutive peaks in the SRA of each channel were added into a histogram, which had a bin width of 23 μs.

3.2. Results

Secker-Walker and Searle [3] evaluated the IPIH on auditory nerve data recorded by Miller and Sachs [2]. The latter recorded the spiking activity of auditory nerve fibres in anaesthetised cats, for presentations of two synthetic syllables (/da/ and /ba/). Here, we evaluate the computer model using the same speech sounds, and compare the model output to the analysis of [3]. Facsimiles of the stimuli used by [2] were synthesised according to the formant frequencies given in their paper, using the KlattGrid parallel speech synthesizer in Praat [7]. Both syllables were 100 ms in length, with formant transitions over the first 50 ms. The steady-state frequencies of F1, F2 and F3 in the last 50 ms of each syllable were 700 Hz, 1200 Hz and 2400 Hz respectively. The IFR elicited by the first 45 ms of the /da/ stimulus is shown in Fig. 1.

Fig. 2 plots the IPIH at each time frame, to give a two-dimensional display. The upper row of the figure shows IPIH analyses computed by [3] from the auditory nerve recordings of [2]. The formant trajectories of /da/ and /ba/ are clearly visible as lines of peaks. For example, F1 is identical in both syllables and appears as the track at the longest interval, initially with a frequency of 500 Hz (2 ms interval) and then rising to its steady-state frequency of 700 Hz (1.4 ms interval). Also note that the IPIHs for /da/ presented at 49 dB SPL and 69 dB SLP are very similar, suggesting that the time interval representation is not strongly dependent upon sound level. Output of the computer model is shown in the lower row of Fig. 2, and closely matches the physiological data.

<table>
<thead>
<tr>
<th>Stimulus</th>
<th>Entire syllable</th>
<th>Transition</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>F1   F2 F3</td>
<td>F1 F2 F3</td>
</tr>
<tr>
<td>/da/ 69 dB SPL</td>
<td>29  55 43</td>
<td>39  48 44</td>
</tr>
<tr>
<td>/ba/ 69 dB SPL</td>
<td>19  18 36</td>
<td>26  22 31</td>
</tr>
<tr>
<td>/da/ 49 dB SPL</td>
<td>22  21 46</td>
<td>30  28 45</td>
</tr>
</tbody>
</table>

Table 1: Root-mean-square errors (in Hz) of formant frequencies, estimated from the computer model.

The differences between the true formant frequencies and their values estimated from the model are shown in Table 1, as root-mean-square (rms) errors. Formant frequency estimates were obtained from the model using the procedure described by [3]. The IPIH was segmented into three bands between 0.31-0.55 ms, 0.55-1.3 ms and 1.3-2.5 ms (as shown by the arrows in the top row of Fig. 2). The maximum within each band was identified, and the reciprocal of the interval at which the maximum occurred was taken as the formant frequency. The errors shown in Table 1 are similar to those found for physiological data by [3].

4. Interpeak interval features for automatic speech recognition

The previous section established that the computer model replicates the interpeak-interval characteristics of auditory nerve recordings [3]. It has previously been noted that the properties...
of the IPIH (i.e., robust encoding of formant structure across a range of sound levels) make it an effective front-end for ASR [4]. We now evaluate IPIH features and firing rate features derived from the Meddis model, in order to determine which provide the better performance in a speech-in-noise ASR task.

4.1. Acoustic features

Following [4], some modifications were made to the analysis described in Section 3.1 in order to provide acoustic features suitable for a HMM-based ASR system. Time frames were computed at 10 ms intervals (rather than 3 ms) in order to decrease the data rate. The width of the autocorrelation window used by [3] was 10 ms, which was sufficient for the /da/ and /ba/ stimuli because F1 never fell below 500 Hz. However, in general a longer window is required in order to provide sufficient interpeak intervals to give a good representation of utterances with a lower F1. Accordingly, we chose an autocorrelation window length of 25 ms. To reduce computation time, the last module of the Meddis model was configured to give the probability of AN firing, rather than discrete spikes; it was verified that this change did not affect the close match to physiological data shown previously.

To further reduce the dimensionality of the IPIH representation, it was divided into 30 log-spaced bands and the mean was computed within each band. Finally, a discrete cosine transform (DCT) was applied to give features that were approximately decorrelated, and therefore suitable for training HMMs in which observations are modelled by Gaussian mixtures with diagonal covariance. DCT coefficients 2–19 were used, together with their first- and second-order temporal differences, to give 54 features per time frame.

For comparison, acoustic features were also computed directly from the IFR of the auditory model. In this case, the IFR was computed by a configuration of the model with 30 frequency channels, with the last stage of the model configured to give the probability of AN firing. Within each channel, the IFR was summed over 25 ms Hann-windowed segments at intervals of 10 ms. As before, the 30 coefficients (firing rates) in each time frame were DCT-transformed and coefficients 2–19 were used, together with their first- and second-order temporal differences. Finally, a condition was included in which the IPIH and firing rate features were concatenated into a single feature vector (a total of 108 features per frame).

For both the IPIH and AN firing rate features, preliminary experiments showed that optimum performance was obtained when the DCT coefficients were normalised by subtracting their temporal averages. Accordingly, mean-normalised DCT coefficients were used in all of the simulations reported below.

4.2. Corpus and Recogniser

The auditory model was evaluated using a spoken digit test based on the Aurora 2.0 corpus [8], which has previously been used for testing human listeners [9]. An HMM-based digit recogniser was implemented in HTK [10] and used to train word models for each digit, a silence model and a short-pause model. Word models consisted of 16 emitting states, with observations modelled by Gaussian mixture models with 7 components. The silence model and short-pause model had 3 and 1 emitting states respectively. The HMMs were trained on IPIH features computed for each of the 8440 utterances in the Aurora 2.0 clean training corpus. All training utterances were presented to the computer model at a sound level of 60 dB SPL.

The recogniser was tested using the procedure described in [9]. Digit triplets were presented to the auditory model, with the speech scaled to a level of 60 dB SPL and 20-talker babble added at signal-to-noise ratios (SNRs) between -10 dB and 20 dB, in 5 dB steps. 358 triplets were presented at each SNR, and a clean speech condition was also included. The digits “seven” and “zero” were excluded from the test set to ensure that all digits were monosyllabic, and hence that each triplet was of...
approximately equal difficulty. The recogniser was scored in the same way as human listeners, allowing a comparison between human and machine performance. Specifically, each digit triplet was scored out of three, with a point awarded only when the correct digit was identified in the correct position.

4.3. Results

Results of the ASR experiments are shown in Fig. 3. As expected, recognition performance falls with decreasing SNR in all cases. However, the ASR performance obtained with IPIH features is better at every SNR than that obtained with firing rate features, and the same in the clean condition. Training and testing the recogniser on a combination of IPIH and firing rate features gave the best overall performance at high SNRs, but using IPIH features alone gave the best result below an SNR of 0 dB. Overall, the results suggest that IPIH features provide better noise robustness than features based on firing rate.

Human data for a similar digits-in-noise test were available for three of the SNR conditions, and are plotted in Fig. 3. The data were obtained from a single human listener with normal hearing (see [9]) and are based on a smaller number of test signals (34 digit triplets per SNR condition). Clearly the use of IPIH features helps to close the gap between human and machine performance, but the gap still remains very substantial.

5. Discussion

This paper has evaluated the ability of the auditory model of Meddis [5, 6] to reproduce physiological data relating to the encoding of speech formants in the time intervals of auditory nerve firing patterns. With some adjustment to the filter bandwidths of the model, we were able to obtain a close match to the data of [3]. Specifically, the Meddis model accurately encodes formant frequencies in broad bands of auditory nerve activity, distinguished by the pattern of their interpeak intervals. Formant frequency estimates from the model were of a similar accuracy to those obtained from physiological preparations. We have also demonstrated that interpeak intervals are a promising way of encoding the output of the auditory model, allowing it to be coupled with a HMM-based ASR system. In a digits-in- babble test, the best performance was obtained when interpeak interval features were used.

In Section 2.1, it was noted that it was necessary to reduce the bandwidths of the DRNL filters in order to match the findings of [3], leading to a suboptimal fit to auditory filter widths obtained from forward masking tests with a human listener. Using broader filters, F3 was poorly represented because the temporal response of simulated AN fibres in the region of F3 tended to be captured by F1, the most prominent formant. Although the study of [2] is widely cited in support of the role of timing information in human speech recognition, their data was recorded from cats, not humans. However, unpublished data from Meddis suggests that an auditory model configured with human bandwidths also provides an excellent match to bandwidths determined from AN fibres of the cat. The current result (i.e., that narrower filters are required to simulate the data of [3]) cannot therefore be explained in terms of inter-species differences, and remains an issue for further research.

The simulations conducted in this paper used an auditory model configured to match the profile of a normal hearing listener. In future research, we will also investigate the IPIH representation derived from hearing impaired models. Such studies may lend further insight into the influence of specific hearing impairments on speech recognition in a noisy background.
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